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Abstract

Assessing the quality of tests for BPEL processes is a difficult task in projects following SOA principles.
Since insufficient testing can lead to unforeseen defects that can be extremely costly in complex and mission critical environments, this problem needs to be addressed.

By using formally defined test metrics that can be evaluated automatically by using an extension to the BPELUnit testing framework, testers are able to assess whether their white box tests cover all important areas of a BPEL process.

This leads to better tests and thus to better BPEL processes because testers can improve their test cases by knowing which important areas of the BPEL process have not been tested yet.

1 Introduction

With the rise of Service-Oriented Architecture (SOA) and the Web Services stack of standards, the IT departments of many companies are moving to newly built and flexible architectures. (Web) Services are being developed which can be used in so-called compositions in order to realize fully-automated business processes. Such processes operate at the heart of an enterprise. Therefore, the technical implementation becomes mission-critical.

The WS-BPEL (short BPEL) standard [4] is a language providing the means to implement service compositions. Because BPEL is standardized by OASIS and backed by many software vendors, it is often chosen by enterprises. Before putting BPEL processes and the corresponding Web Services into use, these systems must be tested intensively in order to mitigate the risk imposed by defects due to their important role in the enterprise.

However, Web Services and BPEL both are relatively new technologies, and many methods that are available for general software development have either not been ported to SOA yet or SOA-related experience is still missing.

2 Related Work

Metrics for measuring software and test quality are common in the field of Software Engineering. Since BPEL is “programming in the large”, it makes sense to adopt these metrics in the new field of SOA as well.

An example of a successfully adopted metric is complexity: McCabe defined Complexity [19] for software programs which has been modified by Cardoso [8] for usage in BPEL.

For measuring test quality, many test coverage metrics based on different coverage subjects have been proposed and are used in many development projects:

Code Coverage Metrics (like Statement Coverage [6, p. 44], Branch Coverage [6, p. 45], Conditional Coverage [6, pp. 44]) measure how much of the actual program is executed. When achieving 100%, each statement, branch or path is executed at least once. This
Requirements Coverage Metrics measure which percentage of the requirements have been tested and deemed functional. Such metrics are often used in acceptance and system tests, e.g. see [15].

Data Coverage Metrics measure how and when variables have been used in a certain manner, e.g. see [7].

Within this paper, we will deal with code coverage metrics that can be used to judge the quality of white box tests. To calculate test coverage, the parts of the code that are actually being executed need to be traced. Tools like Cobertura [2] instrument the code in a way that allows the framework to track the execution path taken by a suite of tests.

In the field of BPEL unit testing, approaches similar to the one presented in this paper have already been published. The following paragraphs point out notable differences.

[5] employs a transition coverage, similar to the link coverage this paper introduces, for generating test cases for a BPEL process, but does not define it explicitly. A transition coverage of 100% seems to be achievable if each transition has been executed at least once. This is not a useful definition for assessing the quality of unit tests, though: as we will mention in section 3.3, this approach would result in skewed results, e.g. due to BPEL-specific mechanisms like dead path elimination.

In [14], the authors discuss their approach to testing the XPath parts of BPEL processes. Their solution generates test cases for BPEL processes and combines them into test suites using a strategy that maximizes coverage. This coverage seems to be based on well-defined criterions, but again is only concerned with XPath. The paper briefly touches the issue of instrumentation for coverage measurements, but does not address it in detail.

Yan, Li, Yuan, et al. use concurrent path analysis and a constraint solver in [20] to generate suitable sets of test cases for BPEL processes. To reduce the number of test cases, their paper defines two simple coverage metrics. They do not suggest to use the coverage metrics for improving manual test case creation. This is still required, as their approach omits some BPEL constructs, such as compensation handlers and nested scopes, which are covered in this paper.

3 Test Coverage Metrics

When writing unit tests, determining the relevance of one’s tests is a crucial part of the testing process. Running many unit tests successfully has no meaning by itself – if they touch only a small fraction of the code, it is dangerous to assume the rest of the code to be without defects. Therefore, developers and software testers employ a few important metrics to measure test significance.

Another important aspect to take into account when writing tests is efficiency. For most services, the number of possible test inputs is infinite. Therefore, test writers should choose their tests and test inputs in a manner that tries to maximize the utility of tests and at the same time minimizes the number of test runs. There are several known strategies to write such tests and input values, e.g., equivalence class partitioning. But again, testers cannot know the actual efficiency of their tests without knowing what parts of the code under test were actually executed in a test run. This is another case in which test metrics are an essential tool for test writers.

One class of these metrics is code coverage. Each of the code coverage metrics measures the amount of code a test actually executes. Statement Coverage, for example, is the ratio of the number statements executed by a test by total number of statements. Branch Coverage, however, is defined as the number of branches executed during a test run divided by the total number of all possible branches in the control flow graph given by the code under test.

Both metrics are highly useful when writing unit tests, as they point out to the test writer which parts of the code under test are not yet covered by their tests. This allows for a systematic approach to improving existing unit tests, thus providing an opportunity to increase overall code quality.

While code coverage metrics have successfully been used in mainstream software development and appropriate tools for measurement are widely deployed, there currently is no agreed-upon method to assess the quality of unit tests for executable business processes written in BPEL. Employing a formal description of BPEL processes – described in further detail in [3] and based on [1] – this paper introduces definitions for five code coverage metrics for BPEL processes.

More specifically, we first define Activity Coverage for BPEL, which is based on Statement Coverage known from existing approaches. Second, we present Branch Coverage for BPEL, which is also an equivalent for the already widely used coverage metric with the same name.

To account for the differences between classic programming paradigms and those present in BPEL, we continue by introducing three coverage metrics specifically targeted at BPEL. We define Link Coverage to address the traversal of link elements in BPEL’s flow elements, and two Handler Coverage metrics to measure the execution of fault and compensation handler elements, two important error handling mechanisms found in BPEL.

These three additional coverage metrics are required for BPEL, since they address the workflow patterns not covered by traditional coverage metrics. Especially the flow
construct with its links, transition conditions and join conditions that provide a parallel execution path that’s being decided upon in a local manner, stand out in this regard.

### 3.1 Activity Coverage

Statement Coverage, as known from classic software development, is the ratio of the number of statements executed in tests and the number of statements overall. Since the basic activities of a BPEL process are quite similar to the statements found in regular program code, we employ the idea of the Statement Coverage to create a BPEL-specific Activity Coverage. For a formal definition, we first introduce some fundamental sets. For more details, please refer to [3].

- \( T \) is the set of all activity types that are defined in BPEL, e.g. “flow”, “pick”, or “invoke”.
- \( T_B \subseteq T \) is the set of all basic activity types that are defined in BPEL, e.g. “invoke” or “receive”.
- \( W \) is a given BPEL process.
- \( A \in W \) is the set of all activities present in a given BPEL process \( W \).
- \( A^\text{basic} \subseteq A \) is the set of all basic activities present in a given BPEL process.
- \( A^\text{executed}_t \subseteq A^\text{basic} \) is the set of all basic activities of type \( t \) that have been executed during testing.

For a single activity type \( t \) and a BPEL process \( W \), we can thus define Activity Coverage to be

\[
S_t(W) := \frac{|A^\text{executed}_t|}{|A^\text{basic}|}, \quad t \in T_B
\]

Based on \( S_t(W) \), it now makes sense to define the overall Activity Coverage for a BPEL process \( W \) as

**Definition 3.1 Activity Coverage**

\[
S(W) := \frac{\bigcup_{t \in T_B} A^\text{executed}_t}{|A^\text{basic}|}
\]

While it is advisable to maximize the Activity Coverage when testing a BPEL process, it is still a weak indicator. More complex activities, like loops and conditionals, are not yet taken into account. We therefore continue by providing a stronger indicator for test coverage, namely a BPEL-specific Branch Coverage.

### 3.2 Branch Coverage

In the classic Branch Coverage metric, the number of executed code branches are being compared to the total number of possible code branches. For our BPEL-specific variant, we will do the same. To be able to do so, we need to define how exactly these numbers can be calculated for a given BPEL process. We do so by providing two functions \( \beta \) and \( \beta^\text{executed} \) for each activity type defined in BPEL to calculate the number of all branches and the number of branches executed in tests. For the details, we again refer to [3].

Since the process element is the root activity in all BPEL processes, we can now use the \( \beta \) functions for the process element to give the definition for Branch Coverage in BPEL as follows:

**Definition 3.2 Branch Coverage**

\[
B(W) = \frac{|\beta^\text{executed}(\text{process})|}{\beta^\text{scope}(\text{process})}
\]

### 3.3 Link Coverage

Within BPEL’s flow element, developers may create sophisticated control flows using links that connect activities. Each link may have a transition condition determining at runtime whether that link may be followed. Also, each activity that is the target of one or more links may have a join condition further determining control flow at runtime. Considering further the possibly parallel execution of activities linked using these language features, it should be obvious that nontrivial behaviour may easily result. This is especially important to test thoroughly. Therefore, this section adds a BPEL-specific Link Coverage to further enhance the coverage metrics already presented.

Join conditions placed inside an activity can only use boolean expressions and the status values of the activity’s links. Therefore, it is sufficient for the metric to only consider transition conditions. We construct the metric in such a way that, for a suite of tests to achieve a 100% Link Coverage, requires each transition condition to have been true and false at least once in a test suite.

To ensure the metric will provide practical utility to testers, we further introduce these additional restrictions:

- Because transition conditions with a constant value cannot be influenced by the input data of a test, the metric only considers conditions including at least one variable.
- Only transition conditions that are actually being evaluated during a test are being counted in.
- Transition conditions that have been set to false by BPEL’s dead path elimination will also not be counted.

Without these restrictions, a Link Coverage of 50% could be easily achieved by running some rather simple tests without actually requiring the testing of the transition conditions.

For the mathematical definition, please see [3]. To preserve clarity, we will only present a natural language description of the metric in this paper.
Definition 3.3 Link Coverage
The Link Coverage for a BPEL process tested by a test suite is the sum of

- The number of links with a variable transition condition that have been evaluated to true at least once in a test, divided by twice the number of links with a variable transition condition present in the process under test; and

- the number of links with a variable transition condition that have been evaluated to false at least once in a test, divided by twice the number of links with a variable transition condition present in the process under test.

The division by two is needed because each link is required to have at least once been evaluated to true and false as well – in different tests, of course.

With link coverage, it is possible to better assess the effects of tests in flow environments. However, no coverage metric presented in this paper will consider the order in which activities may be executed in flow environments.

3.4 Handler Coverage

To handle errors and exceptions in a running business process, BPEL provides the concepts of fault handlers and compensation handlers. Fault handlers provide the means to react to actual faults, while compensation handlers are meant to undo the successful actions of a scope that failed executing completely. Since BPEL processes, just like the business process they present, may run for a long time, and crucial business value is often derived from them, high-quality testing of fault behaviour is essential. We again present these metrics in natural language, leaving the mathematical details to [3].

Definition 3.4 Fault Handler Coverage
The Fault Handler Coverage for a given BPEL process tested by a given test suite is the number of catch and catchAll blocks executed in one or more tests divided by the overall number of catch and catchAll blocks present in the BPEL process.

Definition 3.5 Compensation Handler Coverage
The Compensation Handler Coverage for a given BPEL process tested by a given test suite is the number of compensation handlers executed in one or more tests divided by the overall number of compensation handlers present in the BPEL process.

With these five coverage metrics defined, a facility to measure and calculate them must be provided to be able to integrate them into a tester’s workflow. Since instrumentation is a proven strategy to measure coverage metrics, we will employ it in unit testing for BPEL as well. The following section provides more detail on this.

4 Instrumentation of BPEL Processes

To calculate the metrics defined above, we added instrumentation capabilities to BPELUnit [13], a test framework for BPEL processes. While there are other approaches to collecting similar data – e.g., tracing by using a BPEL debugger – we found instrumentation to be the most vendor-neutral method: The instrumented BPEL process may still run in any BPEL engine it was able to run in before. Since the debugging APIs for tracing vary from vendor to vendor, the solution would have to be customized for each BPEL engine providing such an API.

Instrumentation is a wide-spread technique that adds data collection statements into the code under test. In our case, this was the addition of invoke activities to the BPEL process under test which would call a coverage logging Web Service when executed by the BPEL engine. The logging service, which is run by the BPELUnit framework, would then be notified of the execution of a specific activity, identified by a unique marker.

Our instrumentation can be divided into three phases:

1. Analysis of the BPEL process to determine the activities relevant for coverage measurement.
2. Insertion of marker comments into the BPEL process; specific for each metric.
3. Replacement of the markers with invocations of the coverage logging Web Service.

The following sections describe these three phases, starting with the analysis of the process.

4.1 Analysis of the BPEL Process

In this phase, all elements of the BPEL process relevant for the calculation of the coverage metrics are being determined. These are:

- Activity Coverage: all basic activities;
- Branch Coverage: all structured activities;
- Link Coverage: all links with a non-constant transition condition;
- Fault Handler Coverage: all catch and catchAll elements;
- Compensation Handler Coverage: all compensation handlers.

The results of this preliminary analysis are saved for use during the other two phases. This ensures the integrity of the BPEL process when modifying it in the subsequent phases, as it prevents these modifications to influence both the measurement as well as the semantics of the process.
4.2 Insertion of Markers

This phase adds marker comments to each activity determined in the first phase. Each marker can be identified uniquely and belongs to a certain metric. Also, each marker identifies an element of control flow relevant for the metric covered by the marker. It is notable that the order in which markers are being inserted is irrelevant, as the original elements have been preserved in the analysis phase.

Each marker now represents the stimulation of a certain element of the control flow. We will now describe for each metric how the markers will be inserted into the BPEL process.

4.2.1 Activity Coverage

With the exception of the receive activity, a marker is inserted before each basic activity. The marker for the receive activities needs to be placed after the activity, as it only gets executed when given control by a message sent to the BPEL process. The markers for all other basic activities can be inserted in a way that ensures the execution of the activities right after the marker has been reached.

For basic activities in a sequence activity, the marker can be inserted directly after / before the activity. The sequence activity’s semantics take care of the correct execution order by itself.

Basic activities contained in other structured activities, such as loops, can be wrapped in a sequence activity without altering the control flow’s semantics. Once wrapped, the insertion of the marker can make use of the sequence activity’s semantics again and take place right after / before the basic activity that is to be instrumented.

To insert markers for basic activities in a flow element, i.e., those with incoming and / or outgoing links, the markers may not merely be connected by additional links. Because each link may have an associated transition condition, and activities may contain join conditions, the execution of the activity would not be guaranteed. E.g., a marker might be reached, but the basic activity it monitors does not get executed because of a transition or join condition evaluating to false. Also, a link may have only one target and one source, which eliminates the possibility of merely reusing the already existing links.

Thus, our solution is to wrap each of these linked basic activities in a sequence activity. The marker can then be inserted after / before the basic activity, included in the sequence. Again, this preserves the semantics of the BPEL process, as the sequence activity takes care of the execution order itself.

4.2.2 Branch Coverage

In the previous phase, the BPEL process has already been analyzed. Thus, all branches have been identified already. Basically, the markers for Branch Coverage are being inserted following the strategy presented for Activity Coverage, i.e., a sequence activity is inserted along with the marker if needed to preserve the semantics of the BPEL process. Some peculiarities must be taken care of, though:

- **If Activity:** If there is no explicit else branch given in the BPEL process, it must be inserted along with an accompanying marker.

- **Flow Activity:** A flow activity may start with a receive activity that instantiates the BPEL process. In this case, the mere wrapping of the receive activity in a sequence activity with a marker inserted before the receive activity would create an invalid BPEL process, as the first activity must always be a receive activity with the createInstance attribute set to yes. Again, we must make sure that the marker succeeds the receive activity by wrapping it in a sequence, but inserting the marker after the receive activity.

- **RepeatUntil Activity:** The repeatUntil activity is a loop activity that evaluates its condition after each iteration. Thus, there are two branches that need to be logged: the first execution of the loop, as well as any subsequent executions. Therefore, we need to wrap the loop’s contents in a sequence activity and then insert two distinct logging markers into that sequence. The first marker monitors the first execution and is the first activity in the inserted sequence. The second marker needs to be wrapped in an if activity determining whether the loop will be executed again. Also, an additional counter variable must be introduced for the if activity’s condition to be correct.

4.2.3 Link Coverage

To collect the data required for calculating the Link Coverage metric, markers must be inserted that monitor the transition conditions found in flow activities of the BPEL process. By definition of the metric, both the actual conditions as well as their negated counterparts need to be logged. Special care must be taken of boundary crossing problems when modifying flow activities: In BPEL, several paths are not allowed to be taken by links, e.g. entering a loop activity from outside of it.

To avoid this problem, we insert another flow activity into the process, wrapping the source activity of the link that is to be monitored. We then add a copy of the link, pointing from the source activity to a marker for the coverage logging Web Service, as well as a negated copy of
the link, also pointing from the source activity to a marker. This way, both true and false evaluations of the link can be logged.

4.2.4 Fault and Compensation Handler Coverage

Finally, we need to insert markers for the Fault and Compensation Handler Coverage metrics. We insert them into the handlers by using a wrapping sequence activity again, which will then contain the logging marker, followed by the handler’s activities.

Since BPEL allows the use of inline handlers for invoke activities, these must first be converted to a regular scope. That scope then contains the inline handlers, followed by the original invoke activity. After this conversion, the handlers can be treated just like regular handlers.

This completes the description of the second phase. The inserted markers now have to be replaced with actual invocations of the coverage logging Web Service.

4.3 Replacement of Markers with Invocations

Since the previous phase already took care of preserving the syntax and the semantics of the BPEL process, this phase merely needs to replace the inserted markers with activities that invoke the coverage logging Web Service, transmitting the ID of the marker that was replaced.

After tests on an instrumented BPEL process have run, BPELUnit calculates the metrics presented in this paper and displays them to the tester. This allows for an immediate optimization of the current tests to improve test coverage.

5 Case Study

To demonstrate the functionality and the value of the metrics described in this paper, we utilized the results of a former project complete by a team of ten computer science students. The project’s goal was to develop a student thesis management system for the university’s staff. Students’ theses, like Bachelor’s and Master’s theses, can be created, managed, and tracked with this software.

The software consists of a main BPEL process (macroflow) accessing several microflows. The macroflow resembles the actual thesis process from a student’s application up to grading the thesis. The microflows compose basic Web Services to bigger building blocks on a business level. The architecture is illustrated in figure 1.

The students also had the task of testing their application. Therefore, two BPELUnit test suites exist, containing 32 test cases for these BPEL processes. One test suite contains the test cases for the macroflow and the other contains the test cases for all the microflows.

![Figure 1. Architecture of the Case Study](image)

<table>
<thead>
<tr>
<th>Coverage</th>
<th>Total</th>
<th>Tested</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity Overall</td>
<td>750</td>
<td>468</td>
<td>62%</td>
</tr>
<tr>
<td>assign</td>
<td>387</td>
<td>277</td>
<td>71%</td>
</tr>
<tr>
<td>compensate</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>empty</td>
<td>109</td>
<td>91</td>
<td>83%</td>
</tr>
<tr>
<td>invoke</td>
<td>56</td>
<td>56</td>
<td>100%</td>
</tr>
<tr>
<td>receive</td>
<td>21</td>
<td>21</td>
<td>100%</td>
</tr>
<tr>
<td>reply</td>
<td>55</td>
<td>23</td>
<td>41%</td>
</tr>
<tr>
<td>terminate</td>
<td>14</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>throw</td>
<td>98</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>wait</td>
<td>10</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>Branch Overall</td>
<td>1020</td>
<td>704</td>
<td>69%</td>
</tr>
<tr>
<td>true</td>
<td>4</td>
<td>3</td>
<td>75%</td>
</tr>
<tr>
<td>false</td>
<td>4</td>
<td>3</td>
<td>75%</td>
</tr>
<tr>
<td>Handler Overall</td>
<td>64</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>Fault</td>
<td>64</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>Compensation</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1. Test Coverage of the Macroflow

The test coverage, which was measured after the project had been completed, is given in table 1 for the macroflow and in table 2 for the microflow.

The test coverage clearly indicates that there are areas which have not been tested. Especially fault handlers and compensation handlers, i.e., the error handling, have not been tested at all. Because the testing was not being supported by test coverage metrics, this testing behaviour might be typical for non-student projects as well. However, neglecting error conditions in distributed systems like SOA applications can be fatal. Test coverage reports can show testers the shortcomings of their tests in these areas, and quality managers can use them to guide testers to test error conditions, like limited or missing availability of services in order to test and improve the error handling routines.

By using these BPEL processes as real samples for
BPEL test suites, the performance impact of the instrumentation and the associated Web service calls during test runs can be measured and assessed. The time needed for executing the test suites is shown in table 3. The instrumentation nearly triples the time needed for executing the first test suite and more than doubles the execution time for the second test suite. The absolute times needed for executing the test suites depend on the computer configuration on which the tests are run. The measurements presented in this paper were run on the following configuration:

- AMD Athlon XP CPU, 2.17 GHz
- 2 GBytes Main Memory
- Windows XP Operating System
- ActiveBPEL 3.0.0 BPEL Server

Testing service compositions is always time-consuming due to the associated network overhead and XML processing. The instrumentation adds to this overhead, and results in even longer test-runs. Thus, the instrumentation should only be used when the reports are needed and should not be enabled by default. This is especially true if the tests have to be run frequently like in test-driven projects.

### 6 Implications and Achievements

While the theoretical definition of BPEL test coverage is useful for defining metrics independent of any implementation and allows for a comparison of test coverage metrics, these metrics have to be measurable in practice to be able to help software projects.

By using BPELUnit with the coverage extension, it is possible to measure the test coverage of test cases. Instrumentation may be used for collecting data in a platform-independent manner, i.e., it can be used in conjunction with every available BPEL engine. However, instrumentation adds overhead that increases the time needed for test execution by a factor of approximately 2 to 3, as has been shown in our case study. Therefore, test coverage data should only be calculated if the current goal really is either the improvement of existing tests or the assessment of the tests’ quality. The speed penalty is measurably higher than in traditional programming languages like Java, due to the use of XML messaging.

However, the coverage metrics are extremely valuable. If these results had been available while the project from the case study was still running, we would have been able to better control and influence the test process. In industrial SOA projects, QA teams and project management can now use the metrics for guiding and judging the test process. Because this process can be fully automated, it is possible to create coverage reports for daily builds to regularly check the test progress.

In our case study, testers neglected to deal with error conditions, which is comparable to our experience with students in software projects that do not follow SOA principles. While we have no proof, we expect industrial testers to behave similarly. By having a means for calculating and gathering test coverage data, such situations can be detected more easily and explained better to the development team.

### 7 Conclusions & Outlook

Within this paper, we presented definitions for BPEL test coverage metrics. In order to measure coverage, several possibilities exist. We described instrumentation as one way to collect all necessary data about the execution of a BPEL process in a platform-independent manner. Instrumentation has been added on top of the BPELUnit framework.

We gathered test coverage data for a student project in which an application had been developed that was mainly dependent on BPEL processes. We calculated and analyzed the test coverage data. With this information, it was easy
to identify the shortcomings of the test cases. In this case, the fault handling had not been tested at all. Although this case study is by no means representative, similar observations in software projects with other architectures suggest that testers have to look for fault handling in SOA projects as well. Test coverage metrics are a good foundation to start from. Test coverage allows to quickly identify fault and compensation handlers that have not yet been tested.

However, calculating test coverage metrics adds overhead. Especially the platform-neutral approach employing instrumentation is time-consuming. Therefore, test coverage metrics should only be calculated when explicitly needed.

Apart from the classical coverage metrics this paper’s metrics are based on, several others have been defined in the past, some of them in regular use – e.g., condition coverage and path coverage. Defining them for BPEL and extending our existing instrumentation with new coverage metrics should be easy when taking our results as a basis. For now, we will concentrate on better integration of our results into the BPEL development process, though, since we consider our current set of metrics to be of sufficiently high value to developers and testers.

In a broader context, test coverage metrics are not only useful in industrial projects. Analyzing tests, especially in test-driven projects, like Extreme Programming (XP) [10], is valuable in academia as well and has often been conducted with more traditional languages (e.g. [16, 17, 18, 9]). By having a tool available for this purpose, research may, for example, analyze SOA XP projects. Thus, comparison to “classical” XP projects is possible and the effects of the combination of SOA and XP can be better explored.
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